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5G	Transport:	Let's	Keep	Things	Flowing

By:	Robin	Mersh

By	as	soon	as	2019,	5G	will	be	here,	according	to	Forbes.	As	more
than	just	the	next	generation	of	mobile	broadband,	the	technology	is
expected	to	completely	transform	all	aspects	of	daily	life—from
connected	cars	to	remote	surgery,	the	possibilities	for	new	and
innovative	services	seem	endless.

To	realize	this	potential	and	move	5G	from	concept	to	reality,	a	significant	investment	is	required
from	operators	and	equipment	manufacturers—and	not	just	in	mobile	networks.	An	integral	part	of
5G’s	success	is	in	providing	access	to	services,	regardless	of	location	or	device,	which	means
fixed	networks	must	be	fully	integrated	into	mobile	networks.	Without	this	integration,	concepts	like
seamless	service	delivery	will	not	be	possible.

As	the	plumbing	that	keeps	both	the	fixed	network	and	the	mobile	network	flowing,	the	transport
network	is	also	vitally	important,	providing	the	foundation	for	this	new	era	of	connectivity.	The
question	is:	is	it	ready	for	5G?

From	Terabytes	to	Exabytes
Transport	is	critical	to	the	development	of	5G	because,	at	some	point,	the	radio	ends	and	the
network	begins.	At	this	juncture,	all	of	5G’s	advantages—increased	traffic	capacity,	higher
performance	and	more—have	to	be	maintained	by	the	network.

For	the	transport	network,	this	means	any	capacity	increase	in	mobile	networks	must	be	matched
by	the	fixed	network.	Higher	performance	will	also	be	required	both	in	terms	of	less	delay	and	a
more	predictable	performance	that	end-users	can	depend	on.	For	some	services,	such	as	remote
surgery,	if	this	level	of	performance	is	not	achieved,	the	consequences	could	be	significant.	The
same	is	true	for	the	reliability	of	the	network—for	instance,	outages	will	become	unacceptable—and
improved	service	isolation	will	be	needed	to	ensure	more	autonomous	control.	Finally,	the
scalability	of	the	network	will	need	to	become	much	greater,	not	only	in	terms	of	the	number	of
connected	devices	it	needs	to	support	but	also	the	amount	of	data	those	devices	will	consume.

To	give	an	idea	of	the	scope	of	the	transport	challenge	we	face,	we	can	look	at	the	findings	of	the
June	2018	Ericsson	Mobility	Report.	By	2023,	the	study	anticipates	that	there	will	be	8.9	billion
worldwide	mobile	subscriptions,	7.2	billion	of	which	will	be	smartphones.	The	report	also	predicts
that	by	2023,	worldwide	monthly	data	traffic	will	go	from	3.4	Gigabytes	per	month	for	each
smartphone	in	2017	to	a	huge	17	Gigabits	per	month	for	each	of	the	7.2	billion	smartphones.	The
worldwide	total	monthly	mobile	data	traffic	will	go	from	15	exabytes—one	of	which	is	equal	to	one
million	terabytes—in	2017	to	107	exabytes	in	2023.		

In	a	nutshell,	the	transport	network	needs	to	evolve—and	there	isn’t	much	time.

The	new	network
When	it	comes	to	what	this	evolution	will	look	like,	flexibility	and	dynamism	will	be	key.	While
previous	generations	of	mobile	networks	were	more	or	less	static,	and	the	transport	network	was
very	backhaul-focused,	the	5G	architecture	will	need	to	be	more	dynamic	and	scalable	and	support
a	range	of	use	cases.	Developments	like	NG-PON2	also	mean	it	will	be	used	for	backhaul	on	aNo
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larger	scale	than	ever	before,	while	network	slicing	means	it	will	need	to	leverage	new
technologies	to	enable	greater	traffic	isolation	and	customer	control	capabilities.

Fig.	1	-	5G	Transport
(click	to	enlarge)

The	above	figure	illustrates	these	types	of	changes.	In	the	top	scenario—which	shows	the	more
static	backhaul	situation	of	2G	through	to	LTE—the	Centralized	Unit	(CU)	and	Distributed	Unit
(DU),	or	what	we	used	to	refer	to	as	the	RBS,	is	collocated	with	the	Radio	Unit	(RU)	and	antenna
and	connected	with	point-to-point	fiber	using	Common	Public	Radio	Interface	(CPRI).	In	this
scenario,	fiber	runs	from	the	top	of	the	cell	mast	to	the	bottom	to	the	RBS.	From	the	CU	towards	the
mobile	core	is	a	backhaul	network,	which	is	currently	supported	by	IP/Ethernet	technologies.	The
functional	architecture	and	equipment	requirements	for	supporting	these	types	of	transport	networks
have	already	been	captured	by	the	Forum	and	are	available,	namely,	in	TR-221	and	TR-224.		

For	5G,	the	role	of	the	transport	network	is	still	to	provide	backhaul,	but	5G	and	the	3GPP	split	RAN
architecture	also	brings	the	transport	network	into	play	for	the	fronthaul	network.	Point-to-point	fiber
is	now	not	necessarily	collocated	with	the	CU/DU.	With	eCPRI,	the	RU	and	the	DU	may	be
separated,	and	the	DU	and	centralized	functions	are	split	and	may	also	be	separated.	While	the
RAN	split	from	3GPP	allows	separation,	the	performance	requirements	on	the	transport	network
between	the	equipment	are	stringent—especially	in	terms	of	capacity,	latency	and	delay	variation.
Backhaul	interfaces	must	also	be	enhanced	to	support	the	requirements	already	mentioned:
performance,	capacity,	resiliency	and	scalability.	New	deterministic	networking	technologies	that
can	be	used	for	these	enhancements	are	being	developed	in	the	IETF,	IEEE	and	OIF.

Migrating	to	5G
To	support	the	evolution,	the	Forum	is	developing	architectures	and	requirements	which	will	create
flexibility	for	operators	in	regard	to	which	approach	they	take.	These	architectures	and	requirements
will	assist	operators	when	it	comes	to	deciding	what	technologies	to	use	and	how	to	change	the
transport	network	to	support	the	challenges	5G	will	bring.

So	what	options	are	available	to	operators	looking	to	evolve	their	transport	networks?	The	two
basic	available	options	are:	leverage	what	already	exists	and	migrate	or	forklift	and	replace.	While
both	approaches	require	changes,	using	what	we	already	have—for	example,	existing	transport
networks	based	on	MPLS	IP	and	ethernet—and	adding	the	additional	bandwidth,	performance,
reliability	and	scalability	capabilities	on	top	is	a	much	more	efficient	path	to	5G.

In	fact,	as	much	as	80	percent	of	the	evolution	required	to	successfully	deliver	5G	can	be	achieved
by	leveraging	what	we	already	have.	For	example,	Virtual	Private	Networks	(VPNs)	already
provide	independence	between	service	types,	Ethernet	switch	networks	provide	simple	Layer	2
connectivity	and	IP	networks	give	very	scalable	Layer	3	network	capabilities.	Meanwhile,	MPLS
can	deliver	traffic-engineered	control	and	convergence,	enabling	multiple	services	to	be	delivered
over	the	same	network.	And	incorporating	multiple	access	technologies,	such	as	NG-PON2	and
direct	fiber	connections,	will	help	meet	backhaul	requirements.	Finally,	traffic	management	and
multiplexing	isolates	services	from	each	other	to	ensure	the	require	Quality	of	Service	for	each	is
achieved.

Utilizing	existing	technologies	in	this	way	then	allows	the	remaining	20	percent	of	the	evolutionNo
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required	to	happen	over	time.	Network	slicing	is	one	example	of	this	evolution,	taking	the	principle
of	VPNs	to	give	operators	the	ability	to	dedicate	resources	to	specific	services	and	customers.	This
will	allow	resource	and	performance-sensitive	services	to	be	offered	on	a	single	network.	For
example,	the	same	network	could	be	used	for	Internet	access	and	remote	surgery.	All	of	this	should
enable	new	revenue	generating	services	while	optimizing	the	efficiency	of	the	network	they	are
provided	over,	lowering	CapEx	and	OpEx.

Other	technologies,	including	deterministic	transport	ones,	to	address	new	5G	requirements	are
also	already	being	developed	in	the	IETF,	IEEE	and	ITU-T	Study	Group	15.	These	can	then	be
integrated	into	the	existing	transport	networks	as	technologies	mature	and	consumer	demand	for
applications	requiring	high	performance	and	characteristics	grows.

A	standardized	approach
Leveraging	what	we	already	have	and	integrating	new	technologies	to	provide	a	gradual	evolution
to	5G	is	very	much	at	the	heart	of	the	Broadband	Forum’s	work	on	ensuring	the	transport	network’s
readiness	for	the	5G	era.	The	Routing	and	Transport	Work	Area	is	working	on	the	requirements	for
the	5G	transport	networks	with	a	focus	on	five	key	areas:	capacity,	performance,	reliability,
scalability	and	security.	The	scope	of	this	work	includes	control,	management	and	data	plane	for
the	IP	layer	down	to	the	physical	layers,	including	time	and	synchronization,	OAM,	routing,
resiliency,	scalability,	security,	virtualization	of	the	mobile	transport	infrastructure,	and	enablement
of	software-driven	networking.

This	complements	the	Forum’s	ongoing	work	on	fixed	mobile	convergence	to	develop	a
coexistence	strategy	which	enables	stress-free	market-paced	migration	to	new	service	launches
and	interworking	between	home	networks	and	5G	core	components.	This	work	includes	a	5G
Access	Gateway	Function	that	adapts	fixed	access	onto	the	5G	core.	In	addition,	it	considers	and
specifies	several	architectural	deployment	options	and	the	underlying	infrastructure-sharing
aspects.	The	work	will	also	devise	strategies	and	develop	specifications	to	address	operator
requirements	for	interworking	existing	fixed	access	subscribers	and	deployed	equipment	into	a	5G
core.	This	work	is	being	carried	out	in	conjunction	with	3GPP.

With	this	sort	of	industry-wide	collaboration	and	a	seamless	unification	of	fixed	and	mobile
networks,	the	new	era	of	services	that	5G	is	promising	could	be	with	us	sooner	than	we	think.
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